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» Conclusion
• Investigate the problem of ambiguous target samples in the bi-

classifier adversarial learning;

• Propose a Class Discriminative Adversarial Learning method which 

employs an ECI strategy and a representation regularization.
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» Our contributions:
- Propose a novel Class Discriminative Adversarial Learning (CDAL) framework.
- CDAL can more effectively improve the discrimination ability of both adapted 

classifiers whilst reasoning away ambiguous target samples during training. 
- Extensive experiments show that CDAL outperforms state-of-the-art methods 

by a clear margin on three standard datasets. 

An illustration of our Class Discriminative Adversarial Learning (CDAL) method. In 
the first step, the model (including the feature extractor and two classifiers) is 
trained by labeled source samples. (a) In the second step, the feature extractor is 
fixed while the two classifiers are updated by the proposed Expertise-aware 
Classifier Interference (ECI) strategy. Note, the supervised training supervisory on 
source domain is applied to preserve the classification ability. (b) In the third step, 
the feature extractor is then optimized by minimizing the discrepancy between the 
two fixed classifiers. Feature alignment is also applied across domains. 

The performance of our method on ImageCLEF

The performance of our method on Office-Home

The performance of our method on Visda-17

The ablation study of our method on second step

The ablation study of our method on full algorithm

The Sensitivity analysis of (l) loss weight 𝛼 and (r) 
size of memory 𝑚. 


